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Heine4 and Suzuki5 consider the equation which one 
would obtain from (6a) by inserting (8), setting 
V T = Vn=8f(e'/) = 0, and removing the factor df°/dS 
from under the integral sign. Clearly, the last operation 
leaves one with a solution of the linearized time-de­
pendent Boltzmann equation, but not of the exact 
equation. Heine claims to prove that it is a solution of the 
exact equation, but his proof contains an error; however, 

4 V. Heine, Phys. Rev. 107, 431 (1957). 
5 H . Suzuki, J. Phys. Soc. Japan 17, 1542 (1962). 

I. INTRODUCTION 

IT has been shown1 that the analytic property of the 
Regge parameters, together with the unitarity con­

dition, constitutes a set of equations for determining 
these parameters. However, many features of this set 
of equations, in particular, the question of what we 
should put in and what we can get out of them, were 
not well understood at that time. Neither was it realized 
then that inelastic two-particle intermediate states in 
the unitarity condition can be included, without the 
complication of solving some coupled integral equations. 

In this paper, we shall show: (1) that the equations, 
with all two-particle intermediate states in the unitarity 
condition taken into account, can be reduced to a single 
integral equation which has Ima (/) as the only unknown 
variable,2 and can be solved numerically—results will 
be reported in a forthcoming paper3; (2) that the param­
eters of this equation will be completely specified if one 
subtraction constant for a (t) and for each of the residue 
functions r# (0> as well as the location of zeros for fij(i), 
are supplied; (3) that this integral equation has a unique 
solution if some conditions on the subtraction constants 
are satisfied. 

These conclusions show, firstly, that the number of 
subtractions is not arbitrary. If we put too many re-

* This work was supported in part by the U. S. Atomic Energy 
Commission. 

1 H. Cheng and D. Sharp, Ann. Phys. (N. Y.) 22, 481 (1963). 
2 The method to achieve this was shown to the author by F. 

Zachariasen. 
3 H. Cheng and D. Sharp (to be published). 

if df°/d§ is put back under the integral sign, then his 
proof goes through verbatim. Suzuki uses this approxi­
mate equation to discuss boundary value problems, and 
provides references to other recent work based on this 
equation. Budd2 shows (for a special case) that the 
equation obtained from (7a) by inserting (8), setting 
VT=Vn=0, and removing the factor df°/dS from 
under the integral sign is a solution of the linearized 
time-independent Boltzmann equation, but not of the 
exact equation. 

strictions on the Regge parameters by making too many 
subtractions, no solution for Ima(t) would exist, while 
if we make too few subtractions, the solution for Ima (/) 
would not be unique. Secondly, the location of the zeros 
of Tij(i) cannot be determined dynamically, but have 
to be supplied as input parameters. Therefore, the fact 
that fij(t) of the Pomeranchuk trajectory vanishes at 
the point ap=0 does not follow as a dynamical conse­
quence of our equation, but is a boundary condition 
itself. Whether the zeros of fij(t) can be determined, 
once the approximate unitarity condition used here is 
replaced by the exact form, still awaits investigation. 
However, it is a consequence of analyticity and factori­
zation for fijit) that all r%j{t) of the same trajectory 
should have the same zeros, if the possibility of double 
zero is ignored. The factorization law gives4 

rij(t)rji(t) = ru(t)rjj(t), 

and if time-reversal invariance holds, 

^i (0 = ^ ( 0 , 
then 

^(0 = [r«(0fyy(0]1/a. (1) 
If m(t) has a first-order zero at z0 and fjj(t) does not, 
then £o is a square-root branch point for r#(0 , in con­
tradiction of the analytic property of r# (0- Therefore, 
we should put in the same zeros for all fij{t) in the dy­
namical equations. 

4 M. Gell-Mann, Phys. Rev. Letters 8, 263 (1962); V, N, Gribov 
and I. Ya. Pomeranchuk, ibid. 8, 346 (1962). 
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II. DERIVATION OF THE INTEGRAL to oo satisfying1 

EQUATION FOR Ima ' 
_ ., ., ,.,. , nriA.i ^ t mit-U^n*®*™*™ for t>Tx. (8) 
The unitanty condition for Bij(l,t) takes the form 

Therefore. (7) and (8) together give 
BM-BifQtfi qk

n+l 

: - = E - Bki*(l*,t)Bkj(l,t)d(t-Tk), ruit-ie^ruWe*™*™ for t>Tiy (9a) 
2i k w 

t>Tu (2) r « 0 - i € ) = f«(O«2 ' I m f l ( o for Ti>t>T!. (9b) 
where Bij(l,t) is related to the partial-wave amplitude We now introduce the functions Fu(t) and Uu(l) so that 

Aij{ht)hy
 n n A { n , - l 4 n A qr^U^FuWe^, (10) 

Bij(l,t)=(qiqj) lAij(l,t). 
I n the above, Tk denotes the threshold of s ta te k wi th w h e r e w e ^oose Fu(t) an entire function of t; then (9) 
Ti the lowest threshold, qk is the cm. momentum of anc* (*™ £ l v e 

each of the particles in state * and w=W*- A ^ states - / . . ( ; + ; e ) _ -/..(;__; €) = _ 2 ; i m a ( ; ) m ( g . 2 ) ? / > j \ ( n ) 
& with the same set of conserved quantum numbers as 
i and j are included in the sum of (2). and 

Since 
tqki*y=q}i jf Qk=\qk\ Uii(t+U)-Uu(t-ie) 

Je-Mqki if j t = f | g » | ' , =-2iIma(t)\n(qi)-2Tlma(t), T^^T, (12) 
« — 2i Ima (t) In (g;2) 

and since qk is real or imaginary according as t^Tk, we 
have in the approximation that Ima (2) is small. From (11) 

5 / ( / V ) = e M [ 2 - ^ - r i ) - ^ - ^ ] ( M i ) - ^ / ( ^ ) 0 J (3) a n d ( 1 2 ) w e g e t 

where 6(x)= 1 if * > 0 , 0(a;) = 0 if * < 0 . T h u s , (2) t akes Ut%(£)= ^"^ f j ^ ^ ^ (13) 
the form " T JTi (^_^)(^_ / o ) 

Aij(l,t) — e%1Tl2~ l ~ } Aij (I ,t) where /0 is an a rb i t r a ry point where we m a y wish to 
~~ make a subtract ion. Since a (t) satisfies the dispersion 

relat ion1 

= ^[i-*(«-r ,)] Z(qk/w)Aki*^Mki(J9t)6(t-Tk), t - k r*> Ima(/') 
* a ( 0 = « o + / * ' , (14) 

t>Tx. (4) 7T JTl (t'-t){t'-t,) 

Taking the residue of both sides of (4) at l=a(t), we substituting (13) and (14) into (10) gives 
have . N -r, / x „ 

raO) = Fii(t)qi^ 

2i k Xexpj 

XAki%a*(t),t}rki(t)e(t-Tk), t>Tx. (5) 

(*-/o) / - M n f o ' V ^ ) Ima(/') 1 

7T y r i (tf-t){t'-h) 
. (15) 

We shall now determine Fu{t). We require that fu{t) 
As before,1 we make the approximation vanishes as 111-> oo, then since 

a * ( 0 - a ( 0 2* lima (0 |_ T J Ti ; ' _ / o J 

good when I m a © is small. We obta in from (5) —» Fn(t)ta(oo), |/|—> oo . 

^ ( m i - ^ - w i F«(0 is a polynomial of order n satisfying 
^ i ( 0 = 7 7 — E qkrki*(t)rkj(t)d(t- Tk), 

w l m a ( 0 * ^ + a ( ^ ) < ( ) 7 (16) 
t>11. \p) 

F r o m (6) we get a n d c a n b e w r i t t e n a s 

r«(0 = »-«*(0 for < > r , , (7a) ~«(f l=~«(*o)II ( ) • (17) 
m=lV0 — Z m / 

r i l-(0 = « i , r t a < o + a* ( ' ) 1»'«*(0 for Ti>t>TL (7b) Since (15) gives 

N o w ru(t)qi~ta is a n analy t ic function of / cu t from 7 \ ru{h) = Fu{k)qi<?c">, 
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we can write (15) in the form 

r«(0 = r«(fe)( —) - I I I ) 
\qio 

r t-h 
Xexp - / dt' , 

^n t'-t t'-h J 

jectory always does not have any zeros. That the as­
sumption of unit mass only simplifies the writing and 
does not change any of the conclusions is obvious. 

After these simplifications have been made, Eq. (21) 
takes the form 

(18) > \ a o / v 
Ima(v) = r(vo)[—J I 

KVQ/ \ Z > + 1 

1/2 

where 
qio=qi(lo). Xexp 

The points zm are the zeros of ru(t). Take i = j=l in 
(6), then we have 

1 r*i*(0'*i(0 
Imce(0 = - E ^ 0(t-Tk), t>T1. (19) 

w k rn(t) 

Since Tkk{t) and ru(t) are both real for t>Th from the 
factorization law (1), rki(t) is real, and (19) becomes 

1 r*i2(0 
lma(0 = — E Qk 0(t-Tk) 

w k m(t) 

1 
= -Hqkrkk(t)e(t-Tk), t>Tx. (20) 

W k 

Substituting (18) into (20) and remembering that all 
rjck(t) have the same zeros, we finally obtain the integral 
equation 

(v— vo) \n(v'/v) Ima(v')' 
dv' 

o v'—v v'—vo . 
, (22) 

where 

>-i^-l. 
Consider the limit v —» 0; then 

Ima(*>)-
r(v0) Ima(v') 

v<r 
-lnj> 

r vo r00 l m a ( ^ 
* exp / dv' 

L 7T Jo v'iy'—i 

pa(o)+i7 (23) 

where 

a(0) = ao 
I m a (*>')• 

IT Jo v'(v'—vo) 
-dv' (24) 

is the value of a(v) at v—0. A necessary condition for 
the existence of a solution for (22) is then 

a ( 0 ) > - * . (25) 

1 »/t-zm\ / 

lma(0 = — II( ]Lrhk{h)qk[-

Xexp 
t-to 

dt 

qk_ 

qw 

\n(qk
f2/qk2)lma(tfy 

t'-t t'-to 
e(t-Tk), 

For if (25) is not satisfied, then Ima (v) would become 
infinite at v=0, which, in turn, implies, according to 
(24), that a (0 )= oo, and (23) then shows that Ima(^) 
diverges too fast for the integral in (22) to converge. 
Similarly, taking the limit v—*oo? we obtain 

t>Tx. (21) 

Once the parameters zm, fkk(k), and a0 are given, we 
can solve (21) for Ima(^), whose existence and unique­
ness will be discussed in the next section. After Imo:(/) 
is obtained, we can obtain rait) from (18), and r#(tf), 
ij£j, from factorization. Equation (21) is being solved 
numerically and the results will be reported in a forth­
coming paper.3 

III. EXISTENCE AND UNIQUENESS OF 
THE SOLUTION 

In this section we shall investigate the existence and 
uniqueness of the solution of (21). For simplicity of 
argument, we shall discuss (21) in the absence of in­
elastic channels. We shall also assume that both of the 
particles have unit mass and that r(t) has no zeros. As 
long as we include only finite numbers of inelastic 
channels in (21), the integral equation can be discussed 
in the same way as when inelastic channels are absent. 
In the potential scattering case, r{t) of the leading tra-

r(v0) 
Ima(v) •—> vaQ exp| 

voao 

r 1 r°° lma(v') ~| 
/ dv' \nv 

L ir Jo v'—vo J 

where 

a(oo) = a0-

dv' 
v' 

Imo:(^ 

In 
— vo 

r(vo) 
= vc 

v0
a° 

0 
-dv' 

,a(co) 

IT J 0 {v'—Vo) 

(26) 

(27) 

is the value of a (v) at v— °°. Another necessary condi­
tion for the existence of a solution for (22) is then 

a ( o o ) < 0 . 

Let us now define 

iy— vo) 
W(v)--

then 

I dv' — 
IT Jo v' 

\n{v'/v) lma{v') 

Ima(v) = r(vo) 

v v —-vo 
1/2 v\a°/ v \L" 

vo) \v+\) 

(v) 

(28) 

(29) 

(30) 
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Subs t i tu t ing (30) in to (29), we ob ta in 

(v-v0)r(vQ) r \n(v'/v) 
W(v) = 

vtf 

/ dv' 
Jo v'—v 

(„')«o+i eW(v') 

x- •dv', (31) 

which is a nonl inear in tegral equa t ion for W(v). 
L e t us first t ake the sub t rac t ion po in t vo a t infinity. 

T h e n (31) a n d (30) t a k e t h e form 

W(v) = -

a n d 

where 

2 r ln(//*0 /«<«)+* 
- dv' ew^dv' (32) 

Jo i / - * ( / + 1 ) 1 / 2 
7T ^ 0 

Ima:(j>) = g5 pW(v) 

(v+l)1/2 

r(vQ) 

(33) 

g2 = l im 

F r o m (33) we see t h a t t o m a k e Ima(v) posi t ive, g2 has 
to be posi t ive. N o w let us inves t iga te unde r w h a t condi­
t ions (32) would h a v e a solution, a n d whe ther i t is 
un ique . 

W e can immedia te ly conclude t h a t if t he subt rac t ion 
cons tan t a ( o o ) does no t satisfy (28), (32) does no t have 
a solution. N o w let us assume a (co) is in t he range 

a n d the i te ra t ion sequence oscillates wi th smaller and 
smaller ampl i tudes . F u r t h e r m o r e , as can be seen from 
the r ight side of (32), a n y solution W(v) of (32) is 
negat ive . T h u s , 

W(v)<Wo(v). (38) 

Thi s implies, in tu rn , 

W(?)>Wi(v), 

and we have , in general, 

W2n+i(v)>W(v)>W2m(v) (39) 

for all n a n d m. N o w the sequence W2n+i(v) is a m o n o -
tonically increasing function bounded above b y Wo(v) 
a n d hence t ends to a l imit Wa) (v) as n —»<*>. Similarly, 
the sequence W2n(v) is a monotonical ly decreasing func­
t ion bounded below b y Wi(v) a n d hence t ends to a 
l imit W{2)(v) as w—>co. F r o m (39) we have , for all 
solutions W(v) of (32), the inequal i ty 

W^(v)>W(v)>W™(v). (40) 

All solutions of (32) are therefore bounded in be tween 
b y Wa)(v) a n d W{2)(v). If we can show t h a t 

W^(v) = W^(v), 

t h e n W(1)(v) is the unique solution for (32). 
Similarly, if we t a k e ^o=0 , then (31) a n d (30) become 

- | < a ( o o ) < 0 , (34) 
W(v)~~ 

in order t h a t we can i t e ra t e (32) b y p u t t i n g Wo(v) = 0, 

a n d 
g2 r ln(v'/v) (,/')«(»>+* 

Wn(v)=-~ I dv' ew"-«''W. (35) 
W o v'-v (v'+\)m 

Since [)n(v'/v)~]/(v'-v)>0 for all v', t he r igh t side of 
(35) is a lways nega t ive . W e therefore h a v e 

a n d 

wi th 

r r00 \n(v'/v) (v'Y^-
—v I dvr 

W o v'-v (v'+l)1' 

.ew{v') ( 4 1 ) 

I m a (v) = r-
„a(0)+i 

( H - l ) 1 / 2 ~ 

r(v0) 

pW(v) 

Since 

W1(v)<W0(v) = 0. 

\n(v'/v) („')«<">+* 

(36) 

„) = / dv' e
w«''>dv', 

W o V'-V (v'+l)1/2 

r= lim 

Again, we require r t o be posi t ive so t h a t Ima(v) is 
posi t ive. If the sub t rac t ion cons tan t a (0 ) is less t h a n 
— | , no solution for (41) exists, and if a0 is in the range 

W2( 

r0 v - v (v'+l)1/2 

g2 r00 In (?'/*/) („')«<«»+* 
v)= / dv' « 

W o v'-v (v'+l)1/2 

- * < « ( 0 ) < 1 , (42) 

•ew«*'Uv' 

t h e n compar ing the r ight sides of t he above two equa­
t ions a n d m a k i n g use of (36) tells us t h a t 

W%(v)>W1(v)9 

which again implies 

Wi(v)<W*(v). 

This process can be cont inued indefinitely a n d we obta in 

Wi{v)<Wz{v)<- • • <W2n+i(v)< • • • 

<W2nW-- • <W2(v)<Wo(v) , ( 3 7 ) 

t hen we can i te ra te and the i te ra t ion sequence behaves 
exact ly as before, a n d the solutions of (41) are all 
bounded below a n d above b y corresponding functions. 

T o prove t h a t W™ (v) a n d W™ (v) for (32) are equal , 
so t h a t the integral equa t ion possesses a un ique solution, 
we shall need s t ronger condit ions o n a ( o o ) a n d g2. W e 
h a v e from (35) 

g2 r \n(v'/v) (/)«(«»+* 
\Wn(v)-Wn^(v)\<- dv'— - — 

7T Jo V'-V ( / + 1 ) 1 / 2 

X\Wn^(v')-Wn^(v')\dv'y (43) 
since 

\ex—ey\< \x—y\ 
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if x and y are both negative. Applying the Schwartz 
inequality, we obtain from (43) 

\Wn{v)-Wn_x(v)\ 

-\n(v'/v)-\2 11 / 2 

1 ' ,/)2a(oo)+l J 

iwn^(V')-wn^(V'mm 

X r L 
/ dv'-

J 0 
*'+l 

(44) 

Define 
g2f r« [ ln ( /A) ] 2 1 1 / 2 

A(v) = - \ dv'~ ^(/)2«(oo)+ l l 

7T 1^0 (^ / _ ~^)^ 

# = 
'o «»+ 

then from (44) we get 

r fA^v) -i 
/ ^ 

Uo H"l J 

< ^ « 
! / > 

lWn^(v')-Wn^(v')J}m 

v'+l 

<aA{v)\ dv'- \ < 

<am-xA(v) 

Hence, 

lW^m(v')-Wn_m^(v')J}m 

if 

v'+l 

l i m l T ^ M - W V i M M , 
n-»oo 

(45) 

or, equivalently, if 

ff2\2 /.oo r°o [ l n ( / / ^ ) ] 2 ( ^ , ) 2 a ( o o m 

©/>/v 
( / -* )2 (H-1) 

< 1 . (46) 

The integral in (46) converges if 

- i < o ; ( o o ) < 0 ; (47) 

hence, we conclude that if a (oo) satisfies (47) and g2 is 
small enough to satisfy (46), the integral equation (32) 
possesses a unique solution. 

Similarly, the integral equation (41) possesses a 
unique solution, if the conditions 

J<«(0)<0, 
.2 ,00 ,00 [ m ( / / ^ ) ] V ) 2 « ( 0 ) , , 

— / dv dv' 
7T2 Jo Jo {v (v+\)(v'-vY 

(48) 

< 1 , (49) 

are both satisfied. The proof will be omitted. 
I t appears that conditions (46), (47) or (48), (49) 

are stronger than necessary to insure the existence of a 
unique solution. Numerical solutions for the integral 
equation have always been found for a wide range of 
subtraction constants.3 On the other hand, it probably 
is not true that (28) alone is sufficient to guarantee that 
a unique solution for (32) exists. For if a (co) is too nega­
tive, say, —1010, and if g2 is of the order of unity, it is 
difficult to conceive that we can obtain a solution satis­
fying (25). For the same reason, (25) alone probably 
does not insure that a unique solution for (41) exists. 
The same consideration applies when the subtraction 
point is at a finite energy vo. If a0 is too large, it probably 
is difficult to obtain a solution satisfying a ( co)<0, and 
if ao is too negative, it is difficult to obtain a solution 
satisfying a (0 )>— §. For a physical Regge trajectory, 
whose subtraction parameters are reasonable, a unique 
solution can perhaps be expected. 
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